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ABSTRACT

The present study’s basic research question concerns differences in the processing of verbal and tonal stimuli in working memory. Participants had to rehearse sequences containing verbal and tonal information and to decide whether a subsequently presented probe stimulus belonged to the previously presented sequence. Electrophysiological measures were taken and analysed with regard to local (event-related potentials, ERP) and global (microstates) aspects. A larger N400 amplitude occurred for new compared to old items in the verbal, but not the tonal condition. The microstate analysis revealed differences in the specificity of several microstates for old compared to new items in the tonal and the verbal working memory condition. Corroborating previous results, the present study reveals differences in the efficiency of working memory processes for tonal compared to verbal stimuli with processes being more capable for the verbal compared to the tonal condition.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

A temporary storage system being in charge of information storage and processing, as well as decision making and problem solving, was proposed by Atkinson and Shiffrin (1968). Besides a storage component (short term store, STS), the model comprises control processes, for example rehearsal, coding, decision making, and retrieval strategies (Atkinson and Shiffrin, 1971). Retrieval processes from STS are rather fast as confirmed by memory scanning experiments by Sternberg (1966; c.f. Atkinson and Shiffrin, 1971). A more comprehensive model implying all the Atkinson and Shiffrin STS mechanisms, but extending the model to a multicomponent store, is the working memory model (WM) proposed by Baddeley and Hitch (1974; see also Baddeley, 1992, 2003). It comprises an attentional control system (the central executive) which works together with the three sub-systems: the phonological loop, the visuo-spatial sketchpad, and the episodic buffer. The phonological loop, in turn, consists of two subsystems: a phonological store which holds auditory information for a short period of time, and an articulatory control process which serves as rehearsal mechanism (comparable with subvocal speech; Baddeley, 2003).

Researchers have asked the question whether the same system or different systems underlie the temporal storage of verbal and tonal information. However, behavioural studies...
investigating the processing of verbal and tonal material (Chan et al., 1998; Deutsch, 1970; Lee, 2002; Mondor and Morin, 2004; Pechmann and Mohr, 1992; Salamé and Baddeley, 1989; Schendel and Palmer, 2007; Semal et al., 1996) have not yet provided a consistent answer to this question. Deutsch (1970) presented different types of intervening material (such as tones or phonemes) between a standard and a comparison tone. The study revealed reduced performance for tonal WM when presented with intervening tones compared to intervening verbal material or silence. Because interference is expected to be stronger within a specialised system rather than between two different systems, these results favour the assumption that different systems underlie tonal and verbal WM. However, studies that investigated aspects of WM for speech and musical sounds by focussing on pitch similarity between task relevant and interfering material (e.g., Semal et al., 1996), articulatory tonal and verbal suppression (e.g., Schendel and Palmer, 2007), or musical expertise (Pechmann and Mohr, 1992; Williamson et al., 2010) support the assumption of shared storage and processing resources underlying tonal and verbal WM.

Using functional magnetic resonance imaging (fMRI), three studies have directly compared the neural networks underlying tonal and verbal WM (Hickok et al., 2003; Koelsch et al., 2009; Schulze et al., 2011a, 2011b). These studies revealed that tonal WM substantially overlaps with the core structures of verbal WM, namely Broca’s area, pre-motor cortex (Hickok et al., 2003; Koelsch et al., 2009; Schulze et al., 2011a, 2011b) and the planum temporale (Hickok et al., 2003; Koelsch et al., 2009). In addition, Schulze et al. (2011a, 2011b) also observed activation of different subcomponents during verbal and tonal WM in musicians compared to non-musicians. The combined results thus indicate that verbal and tonal WM largely overlap in non-musicians, and that two WM subsystems (a phonological and a tonal loop) serve the processing of verbal and tonal information in musicians.

The mentioned neuroimaging studies used fMRI to localise neural correlates of WM for the rehearsal mechanism. The present study aimed to investigate temporal aspects of memory scanning and decision making in tonal and verbal WM using EEG. According to our knowledge, this is the first study that compared electrophysiological correlates underlying auditory WM for verbal and musical information (for studies on WM processes for non-verbal environmental sounds see Chao et al., 1995; Chao and Knight, 1996; for a study on serial position effects using digits and musical notes see Patterson et al., 1991). Two prominent event-related potential (ERP) components have been observed in studies investigating neurophysiological aspects of WM, the P300 (Kok, 2001; Polich, 2007; Rugg and Coles, 1995) and the N400 (Curran, 2004; Kutas and Federmeier, 2011; Kutas and Hillyard, 1980).

Results from studies on the functional significance of the P300 in WM tasks are rather consistent: the P300 amplitude increases with increasing processing demands needed for the encoding and storage of information (for a review see Friedman and Johnson, 2000). During probe recognition, different aspects can affect the P300 amplitude, all of them more or less related to task difficulty. For example, amplitudes are smaller for positive probes with earlier serial position within the to-be-remembered sequence (Chao, and Knight, 1996; Golob and Starr, 2004; McEvoy et al., 1998; Patterson et al., 1991) and amplitudes decline after long retention intervals, which is attributable to the decay of information in WM (Kim et al., 2001; Nielsen-Bohlman and Knight, 1994).

The functional significance of the N400 in the context of WM processes is rather heterogeneous. The N400 was originally investigated with regard to semantic-lexical processing: items that do not suit a previously established context elicit an N400 (Kutas and Federmeier, 2011; Kutas and Hillyard, 1980). Similar patterns have been described for recognition tasks with correctly identified old items eliciting smaller N400 amplitudes than correctly rejected new items (for a review see Friedman and Johnson, 2000; Kutas and Federmeier, 2011). Although the ERP old/new effect has first been reported for long-term memory tasks, it has been shown for short-term memory task as well (Crites et al., 1998, 2000). This ERP old/new effect might reflect context integration in such way that the positive probe item matches a previously established context (the memory set) whereas the negative probe item does not.

Following up the neuroimaging studies by Koelsch et al. (2009) and Schulze et al. (2011a, 2011b), the present EEG-study investigated the temporal dynamics of WM for auditory verbal and tonal material, using the same stimulus material as in the neuroimaging study by Schulze et al. (2011a, 2011b): verbal and tonal information was presented simultaneously in memory set sequences of five items, and participants were asked to rehearse either the verbal or the tonal information during a rehearsal period. Subsequently, participants had to decide whether a probe stimulus was an element of the memory set (positive probe) or not (negative probe, for details see Fig. 1 and Experimental procedures). Here we analysed both, ERPs, providing information about temporal aspects of WM processing, and global measures of the electric field, informing about temporal aspects of stable electric field configurations (Michel et al., 2001; Michel et al., 2004a; Murray et al., 2006).

We expected larger mean N400 amplitudes for negative compared to positive probes (Friedman and Johnson, 2000; Kutas and Federmeier, 2011). It was further hypothesised that positive probes elicit larger P300 amplitudes than negative probes. However, due to task difficulties the amplitude difference might be smaller for tonal compared to verbal stimuli. Finally, it was also hypothesised that the global field power and global dissimilarity elicited by the perception of the probe stimulus would differ between the tonal and the verbal condition (Michel et al., 2004a, also see Experimental procedures).

In contrast to the studies by Koelsch et al. (2009) and Schulze et al. (2011a, 2011b) which investigated neural correlates of rehearsal processes, the present study focused on temporal correlates of processes involving memory scanning and decision making. Therefore, the studies by Koelsch et al. and Schulze et al. on the one hand and the present study on the other complement one another.

2. Results

2.1. Behavioural data

Fig. 1 displays the hit rates plotted against the false alarm rates for the tonal and verbal WM condition ($d’_{\text{tonal}}=.65,$...
SD=.29; \(d’_{\text{verbal}}=3.88, \ SD=.72\). To assess differences between the tonal and the verbal condition a paired \(t\)-test was performed on the area \(A_p\) under the ROC-curve. In order not to violate the normal distribution assumptions (because \(0<A_p<1\)) scores were transformed with \(2\arcsin(\sqrt{A_p})\) (Kirk, 1995) and the \(t\)-test was performed with the transformed scores. The analysis of the discrimination performance revealed better performance for the verbal \((A_p=.99, \ SD=.02)\) compared to the tonal condition \((A_p=.67, \ SD=.08, \ t_{22}=34.02, \ p<.001 \) \(p<.05\), \ and the given number of subjects \(n=23\), we computed a power estimation of \((1-\beta)=.93\). For reasons of comparison, the post-hoc power analysis for the verbal condition \((\text{post-hoc effect size } d=.90, \ alpha=.05, n=23)\) yielded an estimation of \((1-\beta)=.96\). Thus, it is unlikely that the reduced number of valid observations in the tonal condition is responsible for the non-significant difference between hits and correct rejections.

### 2.2 ERP analysis

Because of the high performance in the verbal condition, ERPs for the tonal and the verbal condition were analysed for hits and correct rejections only. Figs. 2a and b display the ERPs for one selected electrode in each ROI. In comparison to hits, correct rejections elicited an increased N400 in the verbal memory conditions, the N400 being maximal over anterior electrodes. In the tonal condition a slightly larger (but not significant) N400 amplitude for correct rejections compared to hits can be seen only over parietal electrodes.

However, no dominant P300 component was identifiable in the data. Inferential statistic is therefore only reported for the N400.

To test for amplitude differences in the N400 time window (300–500 ms), a repeated-measures ANOVA with the factors memory condition (verbal, tonal), response (hit, correct rejection), hemisphere (left, right electrodes) and antpost (anterior, posterior electrodes) was conducted. The ANOVA indicated main effects for memory condition (larger mean N400 amplitude in the verbal compared to the tonal condition), response (reflecting larger N400 amplitudes for correct rejections compared to hits) and antpost (reflecting stronger negativity over anterior compared to posterior electrodes). Furthermore, the ANOVA revealed a two-way-interaction between the factors memory condition and response. Additional pairwise comparisons revealed that the main effect of response was only present in the verbal \((t_{22}=4.40, \ p<.001)\), but not the tonal \((t_{22}=0.94, \ p=.36)\) condition. All other effects were non-significant (see Table 1 for complete results).

Since the performance in the two memory conditions was different and thereby the number of analysed trials differed, we conducted a post-hoc power analysis to further evaluate the non-significant effect response in the tonal condition. We therefore assumed the true mean difference being of the same size in the verbal and the tonal condition but more variable in the tonal condition due to fewer correct trials. This way we estimated the effect size for the post-hoc power analysis based on the mean amplitude difference between hits and correct rejections in the verbal condition \((M=1.82)\) and the standard deviation of the difference in the tonal condition \((SD=2.41)\). With an effect size of \(d=.76\), a Type I error probability of \(\alpha=.05\), and the given number of subjects \(n=23\), we computed a power estimation of \((1-\beta)=.93\). For reasons of comparison, the post-hoc power analysis for the verbal condition \((\text{post-hoc effect size } d=.90, \alpha=.05, n=23)\) yielded an estimation of \((1-\beta)=.96\). Thus, it is unlikely that the reduced number of valid observations in the tonal condition is responsible for the non-significant difference between hits and correct rejections.

### 2.3 EEG global analysis

Fig. 3 displays the global field power (GFP) for hits and correct rejections in the tonal and verbal task. With exception of the first 150 ms, GFP was lower in the verbal compared to the tonal memory task. GFP differences between hits and correct rejections were more pronounced in the tonal compared to the verbal memory task.

The point-wise 2 (verbal vs. tonal condition) \(\times 2\) (hit vs. correct rejection) repeated-measures ANOVA of the strength of the electric field revealed a stronger GFP in the tonal compared to the verbal condition from 140 to 280 ms after probe onset, and intermittent from approximately 450 ms onwards. A main effect of response lasting longer than 20 ms occurred only between 68 and 102 ms with a stronger GFP for correct rejections compared to hits. No interaction was observed.

Differences in the topography of the electric field for the tonal and verbal task were assessed separately by the global
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dissimilarity measure (GD) for hits and correct rejections. For hits, significant differences between the tonal and the verbal condition were found for the first 60 ms, from 200 to 330 ms, 520 to 550 ms, and 620 to 640 ms after probe onset. For correct rejections differences between the tonal and the verbal condition occurred for the first 60 ms as well as between 200 and 330 ms, 468 and 494 ms, 560 and 606 ms, and 636 and 688 ms after probe onset.

The subsequent topographical analysis of the evoked potentials revealed twelve different microstates (Fig. 4) during the analysed time window in six segments. To identify microstates being unique to either memory condition (tonal, verbal) and/or response (hit, correct rejection), three-way repeated-measures ANOVAs with the factors memory condition, response, and microstate index were calculated for each segment (Michel et al., 2004a; Pascual-Marqui et al., 1995). Only significant effects will be reported.

During the initial phase of the probe processing (0–62 ms) different microstates occurred for the tonal and verbal condition (microstate 1 vs. microstate 2, memory condition × microstate index $F_{2,44}=21.69$, $p<0.005$). The maximum of the evoked potentials was more right lateralised and more parietal in the verbal compared to the tonal memory condition. In the next segment (63–203 ms) microstate 3 (fronto-central minimum and right lateralised parietal maximum) was dominant for all conditions, as indicated by the main effect ($F_{2,44}=7.74$, $p=0.001$).

Significant two-way interactions memory condition × microstate index ($F_{2,44}=8.49$, $p=0.001$) and response × microstate index ($F_{2,44}=6.49$, $p=0.003$) occurred between 204 and 330 ms: microstate 4 (fronto-central minimum and right-lateralised parietal maximum) was present for hits and correct rejections in the verbal as well as for correct rejections in the tonal condition. In contrast, microstate 7 (left-lateralised frontal minimum and occipital maximum) and 8 (slightly left-lateralised frontal minimum and occipital maximum) occurred in all conditions. However, in the verbal condition both microstates differentiated hits (microstate 7) from correct rejections (microstate 8).

In the subsequent segment 331–550 ms, a main effect of microstate index occurred ($F_{2,44}=4.92$, $p=0.012$; microstate 9 being present for a longer time). Additionally, a significant response × microstate index interaction was observed ($F_{2,44}=5.17$, $p=0.009$): whereas microstate 9 (left lateralised parieto-occipital maximum) occurred for hits, microstate 10 (left lateralised parietal maximum) was present for correct rejections. To further investigate this interaction, post-hoc tests were performed. For microstates 9 and 10 in the tonal condition there was no difference between hits and correct rejections (microstate 9: $t_{22}=1.166$, $p=0.256$; microstate 10: $t_{22}=-0.64$, $p=0.527$). By contrast, microstate 9 and 10 clearly differentiated between hits (microstate 9) and correct rejections (microstate 10) in the verbal condition (microstate 9: $t_{22}=2.83$, $p=0.009$; microstate 10: $t_{22}=-3.68$, $p=0.001$).

For the following segment (551–688 ms) a significant three-way interaction memory condition × response × microstate index ($F_{2,44}=3.95$, $p=0.026$) revealed the occurrence of microstate 4 in both conditions, but for microstate 9 and 11 (differing in the location of the maximum) there was a cross-over interaction for the verbal, but not the tonal condition. In the verbal condition microstate 9 was dominant for hits, whereas microstate 11 occurred for correct rejections.

In the final segment (689–1000 ms) the main effect of microstate index ($F_{2,44}=7.31$, $p<0.005$) and both two-way interactions memory condition × microstate index ($F_{2,44}=3.26$, $p=0.027$) and response × microstate index ($F_{2,44}=3.32$, $p=0.025$) were significant. Microstate 4 (right-lateralised maximum) was more present in the tonal, whereas microstate 12 (left-lateralised maximum) was more present in the verbal condition. Microstate 11 (fronto-central minimum and left-lateralised parietal maximum) occurred in all four conditions.

### 3. Discussion

The present EEG-study aimed to investigate the temporal dynamics during a tonal and verbal working memory task. We briefly discuss the behavioural data followed by the analysis

---

**Table 1 – Results of the 2 (memory condition) × 2 (response) × 2 (hemisphere) × 2 (antpost) repeated-measures ANOVA concerning the amplitude of the N400.**

<table>
<thead>
<tr>
<th>Effect</th>
<th>df</th>
<th>F</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory condition (MC)</td>
<td>1,22</td>
<td>48.90</td>
<td>.002</td>
</tr>
<tr>
<td>Response (R)</td>
<td>1,22</td>
<td>12.13</td>
<td>.002</td>
</tr>
<tr>
<td>Hemisphere (H)</td>
<td>1,22</td>
<td>0.124</td>
<td>.728</td>
</tr>
<tr>
<td>Antpost (AP)</td>
<td>1,22</td>
<td>70.74</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MC × R</td>
<td>1,22</td>
<td>4.96</td>
<td>.037</td>
</tr>
<tr>
<td>MC × H</td>
<td>1,22</td>
<td>1.25</td>
<td>.276</td>
</tr>
<tr>
<td>MC × AP</td>
<td>1,22</td>
<td>3.44</td>
<td>.077</td>
</tr>
<tr>
<td>R × H</td>
<td>1,22</td>
<td>0.02</td>
<td>.902</td>
</tr>
<tr>
<td>R × AP</td>
<td>1,22</td>
<td>2.79</td>
<td>.109</td>
</tr>
<tr>
<td>H × AP</td>
<td>1,22</td>
<td>0.08</td>
<td>.371</td>
</tr>
<tr>
<td>MC × R × H</td>
<td>1,22</td>
<td>1.25</td>
<td>.276</td>
</tr>
<tr>
<td>MC × R × AP</td>
<td>1,22</td>
<td>0.32</td>
<td>.576</td>
</tr>
<tr>
<td>MC × H × AP</td>
<td>1,22</td>
<td>1.42</td>
<td>.246</td>
</tr>
<tr>
<td>R × H × AP</td>
<td>1,22</td>
<td>3.868</td>
<td>.068</td>
</tr>
<tr>
<td>MC × R × H × AP</td>
<td>1,22</td>
<td>0.52</td>
<td>.477</td>
</tr>
</tbody>
</table>

---

![Fig. 3 – Global field power for hits (black) and correct rejections (grey) in the verbal (dotted line) and tonal (normal line) memory condition as a function of time. Significant effects of memory condition and response are indicated by black horizontal lines.](image-url)
of the EEG data according to local (ERP) and global (GFP, microstates) measures.

### 3.1. Behavioural results

Participants showed a superior performance in the verbal compared to the tonal task. The obtained percentages of correct responses (verbal: 94%, tonal: 61%) are comparable to those found by Koelsch et al. (2009, verbal: 97%, tonal: 64%) and slightly better than the nonmusicians in the study by Schulze et al. (2011a, 2011b, verbal: 85%, tonal: 56%). Although it was aimed to minimise differences in task difficulty, the tonal task was still more difficult compared to the verbal task.

### 3.2. ERP results

As hypothesised, we observed a stronger N400 for correctly rejected negative probes compared to hits. However, this holds only true for the verbal, but not the tonal memory condition.

For the verbal condition this is in line with the recognition literature (Friedman and Johnson, 2000; Kutas and Federmeier, 2011). The probe is compared to the actively maintained items of the memory set and negative probes (i.e. not presented in the memory set) compared to positive probes (i.e. presented in the memory set) elicited a larger N400 amplitude.

For the tonal condition no reliable N400 amplitude differences between hits and correct rejections were observable. Since we presented the same stimuli (simultaneous sine wave tone and phoneme) in the verbal and tonal task, differences due to perceptual processes can only be minimal.

Given that the amplitude difference in the verbal condition is caused by a strong signal to differentiate positive from negative probes, the lacking amplitude difference in the tonal condition suggests that no such strong signal is present. However, as indicated by the behavioural data, participants performed above chance in the tonal condition. This implies that there is some, but weak, remaining information of the memory set on which the decision is based. The microstate analysis (c.f. Section 3.4) supports this explanation, since we observed the same two microstates in the verbal and tonal condition. By contrast, only for the verbal condition the microstates differentiated hits and correct rejections. Therefore, we suggest that participants applied a more efficient rehearsal in the verbal, but not in the tonal condition (c.f. Koelsch et al., 2009; Schulze et al., 2011a, 2011b). Hence, the information to differentiate positive from negative probes is much weaker in the tonal condition, which is reflected in the non-significant amplitude difference between hits and correct rejections.

It is necessary to remark that the number of analysed trials was smaller in the tonal compared to the verbal condition. However, the converging evidence of the behavioural data, the ERP data in conjunction with the power analysis, and the microstate analysis, corroborates the assumption that the observed differences are due to memory processes rather than statistical artefacts.

Against our expectation, no clear P300 component was observed for positive probes. Recent studies revealed a serial position effect reflected in the amplitude of the P300 which increases with recency (Chao and Knight, 1996; McEvoy et al., 1998; Patterson et al., 1991). Furthermore, long retention intervals are reflected in decreased P300 amplitudes (Chao and Knight, 1996; Kim et al., 2001; McEvoy et al., 1998; Nielsen-Bohlman and Knight, 1994). In the present study we administered a long retention interval and aggregated ERPs for positive probes over serial position. Both aspects might have led to the lack of a P300 component. However, with a modified procedure the investigation of P300 differences related to memory conditions will be fruitful for future studies.

### 3.3. Global field power

In line with our hypothesis, the global field power was stronger in the tonal compared to the verbal memory condition. This holds true for most parts of the analysed time window. Because differences in GFP are attributable to differences in the amount of synchronous neuronal activation and neuronal population size (Michel et al., 2001; Michel et al., 2004a) the results can be interpreted in terms of stronger engagement of
neuronal resources in the tonal compared to the verbal condition. This, in turn, reflects differences in task difficulty as supported by the behavioural data, i.e. the tonal task was more difficult and therefore resulted in a stronger activation of neural resources.

A main effect of response occurred only in an early stage of stimulus processing (68–102 ms) with a stronger GFP for correct rejections compared to hits. Positive probes (i.e. an old item) apparently lead to less neuronal activation than negative probes (i.e. new item). This indicates encoding facilitation for repeated items.

### 3.4. Microstates of verbal and tonal WM

The microstate analyses revealed differences between the verbal and the tonal condition in different time segments. For the initial processing of the probe different microstates emerged for the tonal and verbal condition. In both memory conditions the physical characteristics of the probe stimuli were identical, because tones and syllables were presented simultaneously. However, the conditions were administered block-wise. Participants might have selectively attended to the task-relevant aspect of the probe. The different microstates in the tonal and verbal condition thereby reflect processing differences modulated by attention-dependent early selection (Broadbent, 1958).

In the three time windows 204–330 ms, 331–550 ms, and 551–688 ms a common pattern of microstate prevalences occurred: in the verbal condition two microstates were unique to either hits or correct rejections (7 vs. 8; 9 vs. 10; 9 vs. 11). In the tonal condition, the same microstates occurred, but did not differentiate hits and correct rejections. This complements the ERP data suggesting that the signal to differentiate hits from correct rejections is more clearly in the verbal compared to the tonal condition. The additionally occurring microstate number 4 never clearly differentiated hits from correct rejections nor tonal from verbal processing.

During the final processing window (689–1000 ms) the microstate analysis revealed differences in the predominance of the occurring states 4 and 12: microstate 4 was predominately in the tonal condition, whereas microstate 12 dominates the verbal condition. Both microstates are characterised by a fronto-central minimum amplitude, but differ in the lateralisation of the maximum amplitude: a clear right-lateralisation was observed in the tonal condition compared to a clear left-lateralisation in the verbal condition. Therefore, the right hemisphere seems to be involved more strongly during tonal a WM task, and the left hemisphere during a verbal WM task. This is in line with results by Zatorre et al. (1992) who showed in a PET study an increased activation in the left hemisphere during phonetic, but not pitch, discrimination. Other studies investigating pitch-related judgements (e.g. Gaab et al., 2003; Zatorre et al., 1994) or the detection of irregularities of musical chords (e.g. Koelsch, 2005; Koelsch et al., 2005) likewise reported a right lateralisation in the tonal conditions.

The microstate analysis is in line with the ERP and the behavioural results. Again the missing differentiation between hits and correct rejections in the tonal task is attributable to a weaker signal differentiating hits from correct rejections. In terms of evidence accumulation (Ratcliff, 1978) this suggests that in the verbal condition accumulated evidence drifts continuously to the correct barrier whereas in the tonal condition it somewhat oscillates between both boundaries. This explains the prevalence of both microstates in the tonal hit and correct rejection conditions whereas the observed cross-over interactions occur for the verbal condition.

The microstate analysis suggests that the memory scanning processes are based on a somewhat weaker representation of the memory set stimuli which results in a weaker signal differentiating positive from negative probes.

The results of the present study complement the fMRI data for nonmusicians by Schulze et al. (2011a, 2011b) who observed a larger network being activated for the verbal compared to the tonal condition, but all activated components during the tonal task were also activated during the verbal task. Different areas for tonal compared to verbal WM were observed only for musicians. If the processing in these areas corresponds to a better representation of the tonal memory set, the microstate differences between tonal and verbal stimuli (as found in the present study) should not occur. Furthermore the N400 old/new effect should emerge if the effect is independent of verbalisation (Danker et al., 2008). Future studies should investigate this by comparing musicians and nonmusicians.

### 3.5. Conclusion

The present study reveals a strong difference in the N400 amplitudes for correct rejections compared to hits in the verbal, but not the tonal WM condition. This is interpreted in terms of a less efficient memory scanning process due to weak WM representation of the memory set stimuli.

The microstate analysis supports the interpretation of a weak decision signal, since different microstates emerge for hits and correct rejections in the verbal condition, but the same microstates do not differentiate between hits and correct rejections in the tonal condition.

Thus similar memory scanning processes operate in the tonal and verbal WM, but they might rely on differently pronounced representations stemming from different underlying WM networks, as shown by Schulze et al. (2011a, 2011b).

### 4. Experimental procedures

#### 4.1. Participants

Data were obtained from 28 participants. Five participants were excluded from the analyses (four subjects responded at chance level in the tonal memory condition and one displayed extensive muscle artefacts in the EEG data). The remaining 23 participants (aged 20 to 32 years, M=24;7 years; 12 females) reported to have normal hearing, normal or corrected-to-normal vision, and no former neurological diseases. All participants were right-handed (mean laterality quotient=96.1%, range: 80–100%) according to the Edinburgh Handedness Inventory (Oldfield, 1971). Participants had normal WM capacities as indicated by normal reading span scores ranging from 2 to 6 (M=4, SD=1.26; Ems et al., 1991, German version of the reading span test by Daneman and Carpenter, 1980). None of the participants had
recent studies comparing tonal and verbal WM (Koelsch et al., 2009; Schulze et al., 2011a, 2011b) showed that nonmusicians have greater difficulties in the tonal task (Koelsch et al. (2009) M=64% correct responses; Schulze et al. (2011a) M=56% correct responses) compared to the verbal task (Koelsch et al. (2009) M=97% correct responses; Schulze et al. (2011a) M=85% correct responses). To decrease this difference in task difficulty, only memory set sequences were presented in which all five tones of the sequence belonged to the same key, and in which three of the five tones belonged to one triad (both of these features facilitate memory performance, e.g. Koelsch and Siebel, 2005; Schmuckler, 1997). In addition, the syllables of sequences featured a high phonological similarity (e.g. ‘FIS’ [fIs], ‘A’ [a], ‘H’ [ha], ‘CIS’ [tsIs], ‘DIS’ [dIs]), which should exacerbate the performance for the verbal WM task (Baddeley, 2003; Conrad and Hull, 1964).

The probe consisted of a spoken syllable and a simultaneously presented sine wave tone. Within the verbal and the tonal condition, half of the probes were positive (i.e. included in the memory set sequence), counterbalanced across the five positions within the memory set sequence. A total of 16 sequences per condition with four replications per sequence were presented. The auditory stimuli were presented via loudspeakers. Visual cues were displayed on a 15” monitor coloured on black background. The experiment was run using PRESENTATION 10.2.

### Procedure

Participants were tested individually in an acoustically and electrically shielded EEG cabin. They performed four verbal and six tonal practise trials before the start of the experiment. Feedback was given only for the practise trials.

Sequences were presented pseudo randomly in a blocked design (participants started either with a verbal or a tonal block). Each experimental block started with a coloured capital letter indicating whether participants should rehearse the tones (green ‘T’, initial of the German word for tone) or the syllables (red ‘B’, initial of the German word for letter). Each trial began with the presentation of a fixation cross followed by the presentation of the memory set sequence (Fig. 5). Subsequently, participants subvocally rehearsed either the tones (tonal condition) or the syllables (verbal condition) for a duration of 16,000 ms. The pace of the rehearsal was set by a flashing cross. At the end of the rehearsal the colour of the cross changed to red or green (depending on the condition), serving as a cue for the subsequently presented probe stimulus, which was presented after 1000 ms ISI. After another delay of 2100 ms, participants were asked to indicate via a button press whether the probe stimulus was presented in the preceding memory set sequence (“old item”) or not (“new item”). During the experiment, a total of ten blocks (five blocks with verbal rehearsal, and five with tonal rehearsal), each containing 13 trials were administered in a single session lasting approximately 1 h. Start condition and button allocation were counterbalanced across participants. Participants were asked to avoid eye blinking during the trials and were able to start each trial self-paced by pressing a button.

### EEG data acquisition

The electroencephalogram (EEG) was recorded with Ag/AgCl electrodes from 64 electrodes placed according to the extended international 10–20 system (Jasper, 1958), referenced to the left mastoid (M1). The ground electrode was located on the sternum.

![Fig. 5](image-url) The two samples illustrate the two memory conditions. Participants listened to a memory set sequence of five stimuli (syllable + tone) and subvocally rehearsed either the syllables (verbal condition) or tones (tonal condition). When presented with a probe stimulus (syllable + tone) they had to indicate whether the tone (tonal condition) or the syllable (verbal condition) was presented in the memory set sequence.
To control for eye movement artefacts, bipolar horizontal and vertical electrooculograms (EOGs) were recorded. Signals were amplified with two synchronised PORT-32/MREFA amplifiers (Twente Medical System BV, Enschede, Netherlands) and digitised with a sampling rate of 500 Hz.

After data acquisition, EEG-data were re-referenced offline to the arithmetic mean of the mastoid electrodes (M1 and M2) to obtain a symmetric reference, and bandpass-filtered between 0.4 Hz and 25 Hz. The extracted probe stimulus epochs ranged from 200 ms before to 1000 ms after probe onset. Oculomotor and other artefacts were eliminated by rejecting sampling points exceeding 50 μV at any EEG electrode. Within participants epochs were averaged for each memory condition (verbal, tonal) and for each classified response condition (hit, correct rejection). Within each condition on average four trials were rejected due to artefacts. Out of 32 administered trials the average number of clean trials per memory and response condition was 17.5 (SD=5.3) for tonal hits, 16.6 (SD=5.1) for tonal correct rejections, 26.6 (SD=6.4) for verbal hits, and 26.4 (SD=4.8) for verbal correct rejections.

4.5. Data analysis

4.5.1. Behavioural data analysis
According to the signal detection theory, responses were classified into hits, misses, false alarms and correct rejections. The area under the ROC-curve A_t was taken as measure of discrimination performance within each condition.

4.5.2. EEG data analysis
EEG data analysis was conducted with a multi-step procedure referred to as electrical neuroimaging (Michel et al., 2001; Michel et al., 2004a). It comprises local as well as global measures of the electric field at the scalp. The standard procedure and its underlying rationale are described in detail elsewhere (e.g. Michel et al., 2001; Michel et al., 2004a; Murray et al., 2006). The analysis was performed using the Cartool software by Denis Brunet (see Acknowledgements).

ERPs were computed applying a baseline correction for the pre-stimulus window of 200 ms. To test lateralisation and topography effects of the ERPs between conditions, four regions of interest (ROI) were defined: left-anterior (AF7, AF3, F5, F3, FC5, FC3), right-anterior (AF4, AF8, F4, F6, FC4, FC6), left-posterior (CP5, CP3, P5, P3, PO7, PO3) and right-posterior (CP4, CP6, P4, P6, PO4, PO8). For the N400 analysis a time window from 300 to 500 ms was selected. P300 effects were inspected in a time window from 500 to 750 ms.

A data driven spatio-temporal analysis was performed to assess changes in the response strength and the response topography of the electric field of the scalp using the global field power (GFP) and the global dissimilarity (GD) respectively (Lehmann and Skrandies, 1980; Michel et al., 2004b; Skrandies, 1990). The GFP can be understood as the spatial standard deviation of the electric field at the scalp, whereas the GD serves as a measure for the difference between the configurations of two subsequent electric fields. Different configurations are indicative of different active sources in the brain (Michel et al., 2004a).

For this analysis the EEG data was re-calculated to the common average reference (Michel et al., 2004a). Differences in the GFP between memory conditions and/or response classifications were assessed for each electrode and time point. A significance level of $p = .01$ (without further correction for multiple comparisons, which is in accordance with the literature, c.f. Lehmann and Skrandies, 1980; Michel et al., 2004b; Skrandies, 1990) and a minimum duration of 20 ms (corresponding to 10 data points) was applied. Timepoint-wise 2 (verbal vs. tonal condition) × 2 (hit vs. correct rejection) repeated measurement ANOVAs were conducted concerning differences in the GFP. A non-parametric bootstrapping method (Murray et al., 2006; Srebro, 1996) was applied to assess differences in the GD between hits and correct rejections in the verbal and tonal memory condition. In addition, a topographical pattern analysis was performed to identify successive functional microstates. This comprises a K-means cluster analysis (Pascual-Marqui et al., 1995) to identify most dominant potential maps within each condition and a spatial correlation procedure to determine microstates which are specific for a given condition. It results in (a) data driven segmentation of the analysed time window in sub-windows and (b) a measure of relative microstate presence which was in turn submitted to a 2 (verbal vs. tonal condition) × 2 (hit vs. correct rejection) × i (microstate index) repeated measure ANOVA. Significant interactions served as indicator for maps being unique to a certain condition in a specified time window (Michel et al., 2004a; Pascual-Marqui et al., 1995; Santis et al., 2007).
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